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Automated Speech Recognition (ASR)



Why do ASRs matter?

(Images from real services sold by: tecla, BMW, Olympus America, and Planet Depos)
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● Downstream impacts



Who are we auditing?
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Audits in analogous domains

Buolamwini, J., & Gebru, T. (2018). Gender Shades: Intersectional Accuracy Disparities in Commercial Gender Classification. FAT.



Audio Data

● We use two compilations of sociolinguistic interviews:
○ Corpus of Regional African American Language (CORAAL)
○ Voices of California (VOC)
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Audio Data

● We use two compilations of sociolinguistic interviews:
○ Corpus of Regional African American Language (CORAAL)
○ Voices of California (VOC)

● Advantage: unseen data to audit black-box ASR systems
○ Else, it may already be used as training data

● Both sources yield ~40 hours of interviewee speech and 
human-generated ground-truth transcripts
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Audio Processing

● Interviewee only
● 5 to 50 second continuous snippets
● Split at natural conversational pauses
● Propensity match on age, gender, duration



Transcriptions

ASRs
Apple
IBM
Google
Amazon
Microsoft

2,141 Black Snippets

2,141 White Snippets

VOC Snippet 
Transcriptions

CORAAL Snippet 
Transcriptions



Word Error Rate
Substitutions + Deletions + Insertions

WER = 
# Ground Truth Words

Ground Truth:

What a great 
presentation.

Transcription:

That is a  
presentation.

That is a great presentation. WER = 3 / 4 = 0.75 
What



Black WER are ~2x White WER
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White 
Women



White Man Sample WER = 0.21



Black Woman Sample WER = 0.30



Errors consistent across firms
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How do we know these are
racial disparities?



High geographic variation in WER



On “AAVE” and “SE”

● Linguists use “vernacular” to distinguish varieties with 
particular researched features, as against the varieties 
that “all” African Americans use (e.g. AAL / AAE)

○ “Language and linguistics on trial: Hearing Rachel Jeantel (and other 
vernacular speakers) in the courtroom and beyond” (Rickford & King, 2016)

○ “Spoken Soul: The Story of Black English” (Rickford & Rickford, 2000)
○ “Suite for Ebony and Phonics” (Rickford, 1997) 

● We use the term “Standard,” but only referring to 
regularization of features and not desirability
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Dialect Density Measure

● African American Vernacular English is spoken by nearly 
12% of all Americans
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Dialect Density Measure

● African American Vernacular English is spoken by nearly 
12% of all Americans

● Count hand-coded AAVE linguistic features in random 
sample of 50 snippets per interview site

● Grammatical and phonological examples:
○ Zero copula: They gone
○ Future be: He be here tomorrow
○ Final consonant cluster reduction: band → ban’
○ Hapology: mississippi → misipi
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Fewer AAVE Features WER = 0.03



More AAVE Features WER = 0.56



Positive correlation of DDM and WER



Positive correlation of DDM and WER



High geographic variation in WER

“Gender and Dialect Bias in YouTube’s Automatic Captions” (Tatman, 2017) 



Why do ASRs yield these
racial disparities?



Why do ASRs perform poorly on AAVE?
Modern ASRs have two underlying components that could 
result in the racial disparity we see in performance:

1. Language models 

2. Acoustic models
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Acoustic Model Test

● Find Black and white speakers saying identical phrases in 
our sample
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Acoustic Model Test

● Find Black and white speakers saying identical phrases in 
our sample

● Match pairs of Black and white speakers (of the same 
gender and similar age) uttering 5 to 8 word n-grams
○ “and then a lot of the”
○ “and my mother was a”

● Compare error rates across the 206 matched phrases
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Black WER ~2x White WER, again
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Why do ASRs perform poorly on AAVE?
Modern ASRs have two underlying components that could 
result in the racial disparity we see in performance:

1. Language models 

2. Acoustic models

51
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● Test 2: Grammar

● Test 3: Phonology



Our study showed…

1. All five ASR systems exhibited substantial racial 

disparities as measured by average WER
a. 0.35 for Black speakers, 0.19 for white speakers

2. Racial disparities in ASR performance are traced 

to the acoustic model
a. Related to racial differences in rhythm, pitch, 

syllable accenting, vowel duration, lenition
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Call to action
● More diverse data should be collected: both of AAVE 

speech, and other non-standard varieties of English
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Call to action
● More diverse data should be collected: both of AAVE 

speech, and other non-standard varieties of English

● The speech recognition community needs to invest 

resources to ensure ASR systems -- and the 

institutions that build them -- are broadly inclusive

● ASR developers should regularly assess and publicly 

report progress over time

● Learn from algorithmic & legislative progress made in 

other domains (e.g., computer vision)

57Buolamwini, J., & Gebru, T. (2018). Gender Shades: Intersectional Accuracy Disparities in Commercial Gender Classification. FAT.



Progress?

Buolamwini, J., & Gebru, T. (2018). Gender Shades: Intersectional Accuracy Disparities in Commercial Gender Classification. FAT.
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Questions?

→ koenecke@cornell.edu

→ fairspeech.stanford.edu 
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